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(57) ABSTRACT

The present invention pertains to an apparatus and method for
X-ray imaging wherein a radiation source comprising rows of
discrete emissive locations can be positioned such that these
rows are angularly offset relative to rows of sensing elements
on a radiation sensor. A processor can process and allocate
responses of the sensing elements in appropriate memory
locations given the angular offset between source and sensor.
This manner of allocation can include allocating the
responses into data rows associated with unique positions
along a direction of columns of discrete emissive locations on
the source. Mapping coefficients can be determined that map
allocated responses into an image plane.

20 Claims, 12 Drawing Sheets
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1
METHOD AND APPARATUS FOR IMPROVED
SAMPLING RESOLUTION IN X-RAY
IMAGING SYSTEMS

FIELD OF THE INVENTION

The present invention pertains to X-ray imaging systems.
The present invention pertains more specifically to X-ray
imaging systems utilizing sources having a plurality of dis-
crete emissive locations.

BACKGROUND

Point-source X-ray imaging systems currently account for
the greatest portion of medical X-ray imaging systems in the
United States. Point-source X-ray imaging systems comprise
an X-ray radiation source such as an X-ray tube that emits
X-rays from a single discrete location or window. While
point-systems have achieved a relatively high level of image
resolution and imaging speed, they are limited by an unfavor-
able signal-to-noise ratio related to the position of the patient
relative to the source and detector and provide data sufficient
only for flat, e.g. two-dimensional, images.

X-ray imaging systems have been developed that address
these latter two deficiencies. See for example U.S. Pat. No.
5,729,584 entitled “Scanning Beam X-Ray Imaging System,”
issued to Moorman et al. In contrast to a point-source imaging
system, this type of imaging systems utilizes an X-ray source
having a plurality of discrete emissive locations on its face
and a relatively small detector. The geometry of this type of
imaging system both improves signal-to-noise ratios by
decreasing the number of scattered X-ray photons collected
and provides sufficient data to reconstruct a range of planes
between the source and detector.

However, the spatial resolution and image fidelity provided
by these systems can vary from plane to plane, and can range
from being competitive with or better than advanced point-
source systems and being quite poor. Embodiments of the
present invention provide a method and apparatus of improv-
ing the resolution and image fidelity of such systems.

SUMMARY

The present invention pertains to an apparatus and method
for X-ray imaging wherein a radiation source comprising
rows of discrete emissive locations can be positioned such
that these rows are angularly offset relative to rows of sensing
elements on a radiation sensor. The angular offset can be less
than 90 degrees or less than 5 degrees, or may displace a
sensing element by a length equal to an integer number of
sensing elements, including one, two, or three sensing ele-
ments. A processor can process and allocate responses of the
sensing elements into appropriate memory locations given
the angular offset between source and sensor. This manner of
allocation can include allocating the responses into data rows
associated with unique positions along the direction of col-
umns of discrete emissive locations on the source. Mapping
coefficients can be determined that map allocated responses
into an image plane. Responses can be mapped along a first
dimension, aggregated, and then mapped along the second
dimension, or may be mapped directly into an image plane.

These and other objects and advantages of the various
embodiments of the present invention will be recognized by
those of ordinary skill in the art after reading the following
detailed description of the embodiments that are illustrated in
the various drawing figures.
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2
BRIEF DESCRIPTION OF THE DRAWINGS

The present invention is illustrated by way of example, and
not by way of limitation, in the figures of the accompanying
drawings and in which like reference numerals refer to similar
elements.

FIG. 1 is a diagram which illustrates the illumination of a
region or patch of an image plane by a discrete source loca-
tion.

FIG. 2 is a diagram which illustrates the sampling of a
single point in an image plane by multiple discrete source
locations.

FIG. 3 is a diagram representing a two-dimensional cross-
section of subsets of a source comprising an array of discrete
source locations and a sensor comprising an array of sensor
elements.

FIG. 4 is a diagram representing a possible sampling pat-
tern in an array of image pixels within a relatively evenly or
well-sampled image plane.

FIG. 5 is a diagram representing a possible sampling pat-
tern in an array of image pixels within an image plane wherein
rays converge significantly.

FIG. 6 is a diagram showing a sensor that is positioned
angularly offset with respect to a source, the source’s align-
ment being represented by a pair of x- and y-axes.

FIG. 7 is a diagram representing the sampling pattern of an
image plane that would be generated by an aligned source and
sensor, which has worse than 1 pixel sampling resolution.

FIG. 8 is a diagram representing an image plane wherein
the sampling pattern is generated by an angularly offset
source and sensor of an embodiment of the present invention.

FIG. 9 is a diagram showing the simulated sampling pat-
tern of a single pixel within an evenly sampled image plane
between an angularly aligned source and sensor.

FIG. 10 is a diagram showing the simulated sampling pat-
tern of a single pixel with the sensor being offset relative to the
source by 3 degrees in one embodiment of the present inven-
tion.

FIG. 11 is a diagram illustrating allocation of sensor data
into source coordinate-indexed rows in one embodiment of
the present invention.

FIG. 12 is a diagram representing a coordinate-indexed
data set of an embodiment of the present invention.

FIG. 13 is a diagram showing a four-segment approxima-
tion of an 8x8 element sensor of one embodiment of the
present invention.

FIG. 14 is a diagram showing a sixteen-segment approxi-
mation of an offset 8x8 element sensor of one embodiment of
the present invention.

FIG. 15 is a flow diagram illustrating the incorporation of
a segment approximation within a separable reconstruction
method of one embodiment of the present invention.

FIG. 16 is a diagram illustrating a rectangular, angularly
offset sensor that has been segmented in an approximation
method of the present invention.

FIG. 17 is a diagram illustrating a segmented model that
may be created for an angularly offset sensor in one embodi-
ment of the present invention.

FIG. 18 is a diagram illustrating a segment approximation
of a rectangular sensor in one embodiment of the present
invention.

FIG. 19 is a diagram illustrating an embodiment of the
present invention wherein two square sensors are positioned
to form a rectangular sensor offset relative to a source.

FIG. 20 is a diagram illustrating an embodiment of the
present invention also comprising a two-tile sensor.
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FIG. 21 is a diagram showing a manner of approximating
sensor element positions for a two-tile sensor configuration
by grouping elements into segments in one embodiment of
the present invention.

DETAILED DESCRIPTION

Reference will now be made in detail to embodiments of
the present invention, examples of which are illustrated in the
accompanying drawings. While the invention will be
described in conjunction with these embodiments, it will be
understood that they are not intended to limit the invention to
these embodiments. On the contrary, the invention is intended
to cover alternatives, modifications and equivalents, which
may be included within the spirit and scope of the invention as
defined by the appended claims. Furthermore, in the follow-
ing detailed description of embodiments of the present inven-
tion, numerous specific details are set forth in orderto provide
a thorough understanding of the present invention. However,
it will be recognized by one of ordinary skill in the art that the
present invention may be practiced without these specific
details. In other instances, well-known methods, procedures,
components, and circuits have not been described in detail as
not to unnecessarily obscure aspects of the embodiments of
the present invention.

U.S. Pat. No. 5,729,584 entitled “Scanning Beam X-Ray
Imaging System,” U.S. Pat. No. 6,876,724 entitled “Large-
Area Individually Addressable Multi-Beam X-Ray System
and Method of Forming the Same,” both of which are hereby
incorporated by reference, describe X-ray imaging systems
utilizing sources that emit radiation from a plurality of dis-
crete locations on their faces and spatially resolved sensors.
These and similar imaging systems can acquire sufficient data
to reconstruct multiple image planes between the source and
sensor and can be useful for fluoroscopic guidance, image
acquisition for computed tomography, and other applications.

Examples of a source capable of emitting radiation from a
plurality of discrete locations may be an array of carbon
nanotube cathodes or other nanotube cathodes, scanning
electron beam sources, scanning laser sources, and arrays of
single cathode emitters.

Spatially resolved sensors in imaging systems of the
present invention may comprise a sensor array of small sen-
sors or sensor elements, e.g. a pixelated detector. A sensor
array may comprise elements or pixels of photon-counting
detectors, energy-integrating detectors, energy-resolving
detectors, or any type of detector sensitive to X-ray photons.
A single sensor element or pixel may not be spatially
resolved, e.g. the location within an individual sensor element
where a photon strikes may not be recoverable, but a sensor
array can be spatially resolved by associating data with the
position of the sensor element or pixel from which it is
received.

FIG. 1 is a diagram which illustrates the illumination of a
region or patch of an image plane by a discrete source loca-
tion. The diagram of FIG. 1 illustrates how discrete source
location 140 of source 90 can illuminate patch 122 in image
plane 280 by emitting rays 102. After passing through an
imaging volume, rays 102 are incident on sensor 110. A data
set containing the response of elements of sensor 110 corre-
sponding to emission by discrete source location 140 may be
processed or stored in a memory buffer or buffers to be used
in conjunction with sensor data corresponding to emissions
by other discrete source locations for reconstruction of image
plane 280.

FIG. 2 is a diagram which illustrates the sampling of a point
in an image plane by multiple discrete source locations and
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4

sensor elements, demonstrating how a single point in an
image plane may be sampled by multiple discrete source
locations. Plurality ofrays 103, all of which sample point 121,
may not be emitted simultaneously but at unique points in
time, e.g. upon the firing of each discrete source location.
Data from sensor array 110 corresponding to multiple source
locations can be summed and normalized, averaged, or oth-
erwise combined to determine probable X-ray attenuation
properties of point 121. Other points in image plane 280 can
be assigned relative intensity values similarly.

The subsets of discrete source locations and sensor ele-
ments which sample a given point in an image plane, e.g. the
discrete source locations that emit and sensor elements that
receive plurality of rays 103 to sample point 121 in image
plane 280, are related to the position of said image plane
between the source and sensor array. While plurality of rays
103 can be grouped together to reconstruct point 121 in image
plane 280, plurality of rays 103 samples a plurality of differ-
ent points in subsequent image plane 281. Multiple image
planes within the space between a source and sensor can be
imaged by processing and combining data according to ray
intersections with the respective planes. An individual plane
can be selected for viewing, or multiple planes can be com-
bined to provide three-dimensional depth.

A plurality of rays may or may not converge to a point or
points in subsequent image plane 281 as rays 103 converged
to point 121 in image plane 280. The convergence seen in
plane 280 can actually have negative effects for resultant
image quality, since rays 103 all sample a single point, pro-
viding essentially redundant information, rather than a plu-
rality of points in the image plane which could all contribute
meaningful information for the population of image plane
with accurate pixel values. The manner in which rays con-
necting discrete source locations to detector elements con-
verge or fail to converge in various image planes can deter-
mine the sampling resolution of the system and thereby the
accuracy, spatial resolution or quality of resultant images.

Sampling resolution may be characterized as the average
number of points sampled per image pixel. Image pixels can
be defined by dividing an image plane into a grid of prede-
termined dimensions, and taking each square or rectangle of
the grid to be an image pixel. Characterizing the average
number of sample points, e.g. ray intersections, per image
pixel rather than total points per image plane may be prefer-
able, as points may not necessarily be distributed evenly
within a plane. Having a high sampling resolution, e.g. a
number of sampled points within most or all pixels, can be
important for a number of reasons. At a minimum, having a
sampling resolution of at least one point per pixel is necessary
to assign a measured value to each pixel in an image. Greater
sampling resolution can however be necessary to avoid alias-
ing or other distortions and inaccuracies.

An imaging volume may contain features that are smaller
or finer than a single image pixel; regions within an image
pixel may provide varying amounts of X-ray attenuation. Ifan
image pixel is sampled at only one or a few points, the value
which will be assigned to that pixel may reflect the properties
of the single feature or few features within the pixel that are
sampled, which may or may not be a good representation of
the pixel as a whole. If an image pixel is instead sampled at a
large number of points, the pixel can be assigned a value
based on the average properties measured throughout the
pixel and likely be a more accurate representation. For
example, if an image pixel is mostly X-ray transparent but has
a relatively small, X-ray opaque feature, the reconstructed
pixel may be assigned a very bright value if it happens to be
sampled only at the small opaque feature. However, if said
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pixel were sampled at a number of points throughout its area,
it may instead be assigned a dim value, representing the
average of a small number of sample points falling on the
opaque features and a large number of sample points falling
on the X-ray transparent regions.

Other types of aliasing or prealiasing can occur when sam-
pling resolution is low, particularly when an image has repeat-
ing, e.g. sinusoidal, features. The Nyquist criterion for signal
processing shows that the frequency at which a signal is
sampled must be at least twice the frequency of the highest
frequency signal component to avoid aliasing, e.g. a type of
distortion wherein a high-frequency component is recon-
structed as a relatively lower frequency component. Analo-
gously for image processing, a sampling resolution at least
twice as narrow as the width of the finest features in an image
plane may be desirable to avoid aliasing.

Sampling resolution can affect the spatial resolution and
fidelity of reconstructed images. In existing tomosynthetic
imaging systems some image planes tend to have poor sam-
pling resolution due to the convergence of rays at a small
number of sample points.

FIG. 3 is a diagram representing a two-dimensional cross-
section of subsets of a source comprising an array of discrete
source locations and a sensor comprising an array of sensor
elements. Source subset 301 represents a row of discrete
sources such as discrete source 302, and sensor subset 306
represents a row of sensor elements such as sensor element
307. Rays 303 are emitted by discrete sources and detected by
sensor elements 307. There exist planes, e.g. lines in this
two-dimensional cross-section, between source subset 301
and sensor subset 306 where little if any convergence exists
among rays 303. For example, in evenly sampled image plane
304 rays 303 sample a large number of well-spaced points in
the image plane. However, there also exist planes where rays
303 converge and sample relatively few points. For example,
in sparsely sampled plane 305 rays 303 converge at points
such as convergent point 308, reducing the sampling resolu-
tion of the plane. It can be inferred that similar patterns can
arise along both dimensions of a source array and sensor and
that there can be significant variations in sampling resolution
between planes in the imaging volume of a tomosynthetic
imaging system.

FIG. 4 is a diagram representing a possible sampling pat-
tern in an array of image pixels within a relatively evenly or
well-sampled image plane. The sampling patterns of pixel
array 401 comprises sample points such as sample point 405,
which represent points at which rays traveling from a discrete
source location to sensor elements intersect said image plane.
It can be seen that in pixel array 401 sixteen intersection
points occur within every pixel. This is equivalent to saying
that the sampling resolution in pixel array 401 will be
approximately 16 points per pixel, or alternatively quoted per
dimension as 4 of a pixel. The value assigned to each pixel,
e.g. pixel 403, upon image reconstruction may be a weighted
sum, average, or other combination of sixteen sample points.

Sampling patterns may be simulated by calculating the
center of every sensors in a given array, back-projecting rays
from each sensor to an array of discrete source locations, and
recording ray intersection points in a grid of imaging pixels
for a selected imaging plane. FI1G. 5 is a diagram representing
apossible sampling pattern in an array of image pixels within
an image plane wherein rays converge significantly.

In contrast to the relatively populated sampling pattern and
quarter-pixel resolution seen in pixel array 401 of FIG. 4,
pixel array 402 exhibits a sampling resolution of only one
pixel. As pixel array 401 and pixel array 402 represent image
planes or subsets of image planes located at different dis-
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tances between the same source and sensor, it may be inferred
that each sample point within pixel array 402 is sampled by
more than one, e.g. sixteen, rays.

The presence and locations of ray convergence points can
be related to the geometry of a tomosynthetic imaging sys-
tem, namely, to the relative positions of discrete source loca-
tions and sensor elements. Since the sampling pattern in an
image plane is created by the intersection of rays connecting
discrete source locations with sensor elements, changing
position parameters of source locations or sensor elements
can change the sampling patterns of each image plane. Ref-
erencing FIG. 3 for example, changing the spacing between
discrete sources in source subset 301 may change the dis-
tances from source subset 301 at which evenly sampled plane
304 or sparsely sampled plane 305 are located. Changing the
spacing between sensor elements in sensor subset 306 may
also affect the locations of evenly or well-sampled and
sparsely sampled planes.

Embodiments of the present invention provide manners of
improving the sampling resolution of tomosynthetic imaging
systems.

In one embodiment of the present invention, a sensor array
is angularly offset such that x- and y-axes of the sensor,
defined for the present embodiment as axes to which rows and
columns, respectively, of sensor elements run parallel, are not
angularly aligned with the x- and y-axes of a source, to which
rows and columns, respectively, of discrete source locations
run parallel. FIG. 6 is a diagram showing a sensor that is
positioned angularly offset with respect to a source, the
source’s alignment being represented by a pair of x- and
y-axes. X-axis 505 and y-axis 506 represent the directions of
rows and columns of discrete emissive locations on a source
face, respectively. Offset x-axis 503 and offset y-axis 504
align with rows and columns of sensor face 501. In this
embodiment of the present invention, the axes of sensor face
501 are not angularly aligned with x-axis 505 and y-axis 506;
rows and columns ofthe sensor are not angularly aligned with
rows and columns of the source.

An effect of having an angular offset between the source
and sensor in this embodiment may be to separate rays which
would otherwise converge, e.g. that would sample the same
point if the source and sensor were aligned. FIG. 7 is a
diagram representing the sampling pattern of an image plane
that would be generated by an aligned source and sensor,
which has worse than 1 pixel sampling resolution. FIG. 8 is a
diagram representing the same image plane as FIG. 7, but
where the sampling pattern is generated by an angularly offset
source and sensor of an embodiment of the present invention.
In the embodiment of FIG. 8 an even, well-populated sam-
pling of the image plane is achieved; sampling resolution is
approximately %5 of a pixel, a significant increase from the
sampling resolution of this plane generated by an aligned
source and sensor as shown in FIG. 7.

Angularly offsetting a sensor array can alleviate sampling
redundancy not only in very sparsely sampled planes but also
in image planes where any amount of ray convergence exists;
offsetting a sensor by a predetermined amount does not
merely shift points of convergence among different image
planes in the same way that changing the spacing of source
locations or sensor elements may but can improve sampling
resolution throughout the imaging space of a system.

FIG. 9 is a diagram showing the simulated sampling pat-
tern of a single pixel within an evenly sampled image plane
between an angularly aligned source and sensor. Additional
parameters of the simulation included a distance between
source and sensor arrays being 1.5 meters and the spacing of
sensors in the sensor array, e.g. center-to-center distances,
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being 0.114 cm. If the pixel of FIG. 9 is representative of other
pixels in its image plane, the sampling resolution of the plane
may be approximately %5 of a pixel.

FIG. 10 is a diagram showing the simulated sampling pat-
tern of the same single pixel as FIG. 9 but with the sensor
being offset relative to the source by 3 degrees. The increased
number of sampling points in the pattern of FIG. 10 suggests
that some amount of sampling redundancy, e.g. ray conver-
gence, may have been present in the sampling pattern shown
in FIG. 9 despite the pixel being relatively well sampled.
Simulations can show that in one embodiment of the present
invention, a 3 degree sensor offset may improve imaging
resolution to approximately ¥ of a pixel, or by 80% relative
to a non-rotated configuration, in a given plane between
source and sensor. It can also be shown for the same param-
eters that other planes between source and sensor also have
improved sampling resolutions.

Angular offsets between a source and sensor array in
embodiments of the present invention are not limited to 3
degrees or any other number of degrees. An offset may be any
number of degrees between 0 and 360 degrees. Angular off-
sets in embodiments of the present invention may further be
between 0 and 90 degrees, 0 and 45 degrees, 0 and 30 degrees,
0 and 20 degrees, 0 and 10 degrees, or 0 and 5 degrees,
inclusive. For example, an angular offset may be 1, 2, 3,4, 5,
6,7,8,9,10, 11, 12, 13, 14, or 15 degrees. Angular offsets
need not be integer number of degrees and may be rational or
irrational fractions of degrees, such as less than 1 degree,
between 1 and 2 degrees, between 2 and 3 degrees, between 3
and 4 degrees, between 4 and 5 degrees, or any other frac-
tional number of degrees. For example, an angular offset may
be any number of degrees, including zero, plus or minus Y4,
V4, Ve, Vs, Ya, 14, /2 a degree, or other fractional or decimal
numbers of degrees.

However, there may be angular offsets that do not yield
spatial resolution benefits, particularly if the sensor has some
amount of rotational symmetry. For example, for a square
sensor array, or any other sensor array with 4-fold rotational
symmetry, an angular offset of ninety degrees or any multiple
of'ninety degrees may recreate the same sampling scenario as
a non-offset sensor. For a rectangular sensor array, or any
other sensor array with 2-fold rotational symmetry, an angu-
lar offset of 180 degrees or any multiple of 180 degrees may
recreate the same sampling scenario as a non-offset sensor
array. Rotating a sensor array by an angle which is rotation-
ally symmetric to a non-angularly offset sensor array, e.g.
rotating a sensor array of n-fold rotational symmetry by an
angle of 360/n degrees, may not result in spatial resolution
benefits.

Amounts of angular offset in embodiments of the present
invention may also be characterized as a number of “elements
per full length” of the sensor. “Elements per full length” may
refer to the fractional or whole number of sensor elements or
pixels by which a corner of the sensor is displaced, e.g.
vertically or horizontally, from its non-offset position. For
example, a counterclockwise sensor angular offset may dis-
place the upper right corner of the sensor array upwards
vertically and leftward horizontally. The absolute difference
between its initial vertical position and its offset vertical
position may be divided the height of sensor elements to yield
a fractional or whole number of sensor elements per full
length, or the absolute difference between its initial horizon-
tal position and its offset horizontal position may be divided
by the width of a sensor elements to yield a fractional or
whole number of sensor elements per full length. This manner
of characterization may be particularly useful due to the rela-
tionship between sampling patterns and geometries of the
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source and sensor, specifically, to the size and spacing of
discrete emissive locations on a source or elements on a
sensor face.

Angular offsets in embodiments of the present invention
can be any whole or fractional number of elements per full
length, including by less than one element per full length. An
optimal degree of sensor angular offset or rotation, e.g. a
number of elements per full length that results in the best
sampling resolution, may be an integer number of elements
per full length of the sensor. For example, in one embodiment
of the present invention, a sensor is rotated by one sensor
element per full length of the array, and in another embodi-
ment, two elements per full length of the sensor array. Both of
these embodiments may exhibit optimized sampling perfor-
mance. Other integer angular offsets of 3, 4, 5,6, 7,8, 9, 10,
11,12, 14, 15, or any other integer number of elements per full
length of the sensor can be utilized. Alternatively, a sensor
array may be offset by fractional, non-integer numbers of
elements per full length, including but not limited to s, %4,
Va, 14, V5, %4, or %4 of an individual sensor element, or any
other fraction of a sensor element less than, greater than, or
between the enumerated values.

Small angles of offset, e.g. small numbers of elements per
full length, may utilize available x-ray radiation efficiently;
unless an x-ray source or the collimator of an x-ray source is
designed for a specific degree of sensor array offset, position-
ing a sensor array out of alignment with the source may result
in some sensor elements being moved out of the paths of
X-ray beams into space where no X-rays will be received. For
small angular offsets, e.g. 1, 2, or 3 elements per full length,
the benefits of improved sampling may be greater than these
losses. For relatively large angular offsets, the decrease in
elements that will be illuminated by X-ray radiation may
become more significant.

In another embodiment of the present invention, a sensor is
fabricated with vertical and horizontal offsets between sensor
elements along rows and columns, respectively, and utilized
for imaging in conjunction with a non-offset source. Vertical
and horizontal offsets may be less than the length of one
sensor element, and the resultant configuration of sensor ele-
ments may be similar to that of a square or rectangular sensor
that has been angularly offset by some amount. In an alterna-
tive embodiment of the present invention, a source is fabri-
cated with vertical and horizontal offsets between discreet
emissive locations along rows and columns, respectively, and
utilized for imaging in conjunction with a non-offset sensor.
Either of these embodiments of the present invention can
improve sampling resolution by creating an angular offset
between the directions of rows and columns on a source and
sensor.

The benefits of maintaining an angular offset between a
source and sensor in embodiments of the present invention
may be attributable to the creation of a finer sampling “grid”
from an increase in the number of points at which projections
of the source array of discrete emissive locations and sensor
array of elements or pixels intersect. This effect may be
visualized by projecting two square grid patterns, represent-
ing the centers of elements of the source and sensor arrays,
onto a wall or other surface, and sliding one grid horizontally
across the other in increments of approximately one grid
square. If the intersection points of the two grids are marked
at each increment first for the case where the axes of the two
grids are parallel and secondly for the case where the grid
being slid has been rotated by a small degree with respect to
the stationary grid, a larger number of intersection points
between the two grids for the angularly offset case is visible,
demonstrating an improvement of vertical resolution. The
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same process may be repeated sliding one grid vertically to
demonstrate an improvement in horizontal resolution.

Existing image reconstruction methods may be insufficient
to quickly handle data from a system utilizing an angularly
offset sensor and realize the image reconstruction-quality
benefits of an offset sensor array. Apart from slightly more
complex geometry, back-projection of the views taken from
an angularly offset sensor array onto a focal-plane image, e.g.
the assignment of sensor data to points in an image plane, may
not be much more conceptually difficult than back-projection
of views from a non-offset sensor; rays may be traced from
sensor elements back to discrete source locations and inter-
section points in a given image plane determined.

In one embodiment of the present invention, images are
reconstructed by geometrical back projections of each sensor
datum, e.g. the response or value of each sensor element upon
illumination by each discrete source location, into the image
plane. In this embodiment, the non-parallel geometry of an
imaging system with an angular offset between the source and
sensor is accounted for during preliminary steps of a ray
back-projection method. In this embodiment, inputs such as
the locations of sensor elements on a sensor, e.g. in sensor X-y
coordinates, and the angular offset between the source and
sensor can be utilized to generate a grid representing offset
locations of sensor elements, e.g. in source x-y coordinates.

The generation of a coordinate grid representing offset
positions of sensor elements can also be completed using
inputs such as predetermined sensor element spacing, e.g.
center-to-center distance, sensor dimensions, and the angular
offset. Appropriate sensor coordinates can be calculated from
given inputs in any one of anumber of ways, including but not
limited to application of trigonometric relations, such as sine
and cosine, to the distance of an element from the geometric
center of the sensor array and the angular offset; simulation of
the offset sensor array and sampling of sensor locations; or
any other method. Rays can be back-projected from the coor-
dinate grid, through image planes to discrete source locations,
to determine intersection points with the planes. Monte Carlo
or analytical methods may or may not be used to simulate
interactions of the rays within the imaging volume and cal-
culate probable attenuation properties of the medium based
on sensor data in order to assign pixel values within the image
planes.

However, efficient implementations of image plane recon-
struction that can support real-time image reconstruction may
process rows and columns of sensor array data to be recon-
structed independently, in successive pipelined stages. One
such implementation is described in U.S. Pat. No. 6,178,223
entitled “Image reconstruction method and apparatus™ issued
to Solomon et al, herein incorporated by reference in its
entirety.

Efficient reconstruction methods may process or map data
from a sensor data set along one dimension as it is received
but process or map the data along the second dimension
following a predetermined amount of data accumulation or
aggregation. These methods can reduce the amount of
memory required for storing unprocessed data, e.g. by pro-
cessing in one dimension as the data is received, while also
reducing the overall amount of processing that occurs, e.g. by
strategically aggregating data for further processing.

A set of sensor data can be generated for the firing of each
discrete source location. As illustrated in FIG. 1, a discrete
source location can illuminate a portion or “patch” of an
image plane to which a corresponding sensor data set can be
mapped. Each data set can be processed or mapped along a
first dimension, e.g. along its rows, as it is received. For
simplicity, rows will be considered to be along a horizontal
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direction of the image plane and columns along a vertical
direction. Row-processing a data set can comprise perform-
ing an operation on each sensor datum along a row which
maps its horizontal coordinate or index into a horizontal
coordinate of the image plane, and therefore into an appro-
priate image pixel column. When the source and sensor are
aligned the operation relating a horizontal coordinates of a
sensor datum to a horizontal image plane coordinate may be
a scaling factor. Scaling factors may be related to the distance
between the source and image plane or between the sensor
and image plane and to the horizontal position, e.g. column,
of the sensor element.

Hardware, firmware, or software components can be con-
figured to apply appropriate scaling factors, or mapping coef-
ficients, along each row. Sets of mapping coefficients can be
calculated in real time based on the position of the plane being
reconstructed and passed to row processors or may be stored
in the row processors or external memory. One or more of
these row processors can be utilized to row process each data
set. When the source and sensor are aligned, the same set of
mapping coefficients may be applied to every row of a given
sensor data set as every row in the data set corresponds to the
same set of horizontal coordinates along the sensor.

After row processing, data may be stored in the form of
“pseudo-rows,” rows associated with sensor element rows but
populated with data that has been mapped into the image
plane and thereby allocated into image pixel columns. The
number of image pixel columns in a pseudo-row may be
fewer than the number of columns in the original sensor data
set. Pseudo-rows may later be column-processed to complete
mapping of the data into a final image. A pseudo-row or
number of pseudo-rows from a given data set may be com-
bined or grouped with pseudo-rows from other data sets prior
to column processing. Column processing can comprise simi-
lar operations as row-processing, where column processors
can map vertical sensor coordinates associated with each
pseudo-row into coordinates of the image plane and allocate
the pseudo-rows into image pixel rows.

This type of method may be termed “separable reconstruc-
tion” because the mapping of rows and columns of sensor
data into respective rows and columns of image pixels are
separable processes. Namely, a sensor data set can be row-
processed, e.g. mapped pseudo-rows comprising image
pixel-indexed columns, by applying the same set of mapping
coefficients to every row; the row processor does not need to
identify which sensor-indexed row it is processing to apply
correct horizontal mapping coefficients. Similarly, column
processing can map entire pseudo-rows into image pixel-
indexed rows, e.g. into a final image, by applying a vertical
scaling factor to every element or column across a pseudo-
row or rows; the column processor does not need to identify a
sensor column from which image pixel-indexed information
was derived in order to apply correct vertical mapping coef-
ficients across a pseudo-row.

Positioning a sensor array out of alignment with the array
of source locations in embodiments of the present invention
may break the pattern regularities, e.g. the scaling factor
relationships between elements of a sensor data set and a final
image plane, that make separable reconstruction possible.
When an angular offset exists between a source and sensor,
mapping sensor data along sensor rows into an image plane
can require applying both column-specific scaling factors as
before but also row-specific offsets. Similarly, mapping sen-
sor data into an image plane along sensor columns can entail
applying row-specific scaling factors as well as a column-
specific offsets. A reconstruction method following that
which was previously described may accurately process rows
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of the sensor data set by providing a row processor for each
row of sensor containing mapping coefficients that comprise
both scaling factors and offsets. However, applying correct
column-specific offsets during column processing would be
impossible since no sense of sensor columns exists once data
has been mapped into pseudo-rows. Further embodiments of
the present invention provide manners in which the benefits of
anangularly offset sensor may be incurred without sacrificing
the potential to optimize efficiency in image reconstruction.

In one embodiment of the present invention, information
sufficient for independent row and column processing may be
maintained for separable reconstruction by altering the struc-
ture of the sensor data set prior to or during row or column
processing. In this embodiment, rows of a sensor data set can
be associated with unique y-coordinates of the source, e.g.
relative to a y-axis that is aligned with columns of discrete
source locations, rather than with the physical rows of ele-
ments along a sensor. These “coordinate-indexed” rows may
have empty or non-populated columns; each row may contain
data in columns only where a sensor element shares the row’s
unique y-coordinate. Forming data sets of coordinate-in-
dexed rows in this manner can remove the need for applying
column-dependent offsets during columns processing, the
offsets being essentially incorporated into the structure of the
data set, and thereby enable an implementation of separable
reconstruction.

FIG. 11 is a diagram illustrating allocation of sensor data
into source coordinate-indexed rows in one embodiment of
the present invention. FIG. 11 represents a 4x4 array of sensor
elements, where sensor rows are labeled SR1 through SR4
and sensor columns are labeled SC1 through SC4. Elements
are labeled D1 through D16. The y-axis shown in FIG. 11 may
be referenced to columns of a source array. Since the sensor of
this embodiment is offset relative to the source, sensor ele-
ments D1 through D16 are positioned at a plurality of unique
positions along this axis, labeled here as Y1 through Y16.

In systems where rows and columns of a source and sensor
are angularly aligned rows and columns of a sensor data set
may correspond to rows and columns of the sensor array; if
the sensor of FIG. 11 was not offset relative to a source, it may
be convenient to allocate sensor data in a 4x4 matrix where
rows were indexed SR1 through SR4 and columns where
indexed SC1 through SC4. However, for reasons previously
described this type of data set cannot be utilized for separable
reconstruction where an angular offset exists. In this embodi-
ment of the present invention, data from the sensor array is
allocated in rows according to the unique y-positions of sen-
sor elements, Y1 through Y16. FIG. 12 is a diagram repre-
senting a coordinate-indexed data set of an embodiment of the
present invention. FIG. 12 shows the placement of each indi-
vidual sensor datum, the values associated with each element
D1 through D16 of FIG. 11, into an appropriate row of a
coordinate-indexed data set. For example, the datum associ-
ated the first sensor element, D1, is allocated to a row indexed
by its unique y-coordinate, Y4. The datum associated with the
second sensor element, D2, is allocated to a row indexed by its
unique y-coordinate, Y3, and so forth.

The length of coordinate-indexed rows can be constant
through a data set. In one embodiment of the present inven-
tion, the length of each coordinate-indexed row is equal to the
number of columns of sensor elements on the sensor. For
example, the data set of FIG. 12 has four columns, corre-
sponding to the four sensor columns SC1 through SC4. It can
be seen that coordinate-indexed rows in this embodiment may
be sparsely populated; since only one sensor element, D4, is
associated with unique y-position Y1, three columns, SC1
through SC3, of this coordinate-indexed row are empty.
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In one embodiment of the present invention, separable
reconstruction can be implemented using row processors and
column processors. Row processors and column processors
can be in hardware, firmware, software, or a combination of
any of the three. A row processor may exist for every coordi-
nate-indexed row of a given sensor data set and may contain
a set of mapping coefficients which can be applied to sensor
element data populating a given coordinate-indexed row to
map that data to appropriate image pixel-indexed columns of
a pseudo-row. In this embodiment, pseudo-rows may also be
coordinate-indexed.

Alternatively, a single row processor, or a number of row
processors less than the number of coordinate-indexed rows,
may be utilized. As memory buffers, e.g. row buffers, may be
used to store data corresponding to a given sensor element
and data may be handled in row processors one column, e.g.
one element or datum, at a time, a row processor may be
switched between buffers and thereby handle data from mul-
tiple sensor elements. A single row processor, or a number of
row processors less than the number of virtual rows, may
contain a set or sets of mapping coefficients which can be
applied to sensor element data populating various coordinate-
indexed rows and may map these row elements into image
pixel-indexed columns, e.g. into pseudo-rows. Alternatively,
an additional processor can calculate appropriate mapping
coefficients, including but not limited to scaling factors and
offsets, that should be applied along a given coordinate-in-
dexed row, and transmit these coefficients to a row processor
before or as it processes said coordinate-indexed row.

Once row processors have processed the coordinate-in-
dexed rows of FIG. 12, e.g. mapped datum D1 through D16
into appropriate image pixel-indexed columns, sixteen coor-
dinate-indexed pseudo-rows may exist. In the previous
description of a separable reconstruction method no informa-
tion about the unique y-coordinate configurations of each
column could be recovered once rows had been processed;
the sense of sensor columns had been lost by the time data was
formed into pseudo-rows. However, in this embodiment of
the present invention, each pseudo-row is associated with a
unique y-coordinate, so that the y-coordinate information
required for column processing is readily available. A column
processor can contain a mapping coefficient that translates the
unique y-coordinate associate with a coordinate-indexed
pseudo-row into a unique y-coordinate of an image plane,
distributing it into an appropriate image pixel-indexed row.

A significantly greater number of coordinate-indexed rows
than sensor-indexed rows may be generated for a given data
set. For example, if a sensor array has m physical rows of n
physical columns, angularly offsetting it can create n unique
y-coordinates per sensor-indexed row, e.g. m*n coordinate-
indexed rows. A column processor or processors may there-
fore need to process n times the number of rows for an offset
sensor in this embodiment than for a non-offset sensor.
Embodiments of the present invention which have been
described are in no way limited to 4x4 element sensors but
can be applied to sensors of any number of elements. For
example, the numbers of rows or columns of sensor elements,
e.g. the values of m and n, may be any numbers between 1 and
1,000. Thus, the number of coordinate-indexed rows can
become quite large. In a number of following embodiments of
the present invention, predetermined approximations can be
made for the x- and y-coordinates of sensor elements in order
to increase the number of populated elements per coordinate-
indexed row and decrease the number of coordinate-indexed
rows to be processed.

In one embodiment determination of mapping coefficients
for each sensor datum and the allocation of sensor data into
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coordinate-indexed rows can be based on an approximation
of'a sensor as a segmented array wherein adjacent segments
have been shifted horizontally and vertically relative to one
another. The horizontal and vertical shifts between segments
can be related to the amount of angular offset between source
and sensor. FIG. 13 is a diagram showing a four-segment
approximation of an 8x8 element sensor of one embodiment
of the present invention. In this approximation, sensor ele-
ments are grouped into four segments, which are separated by
vertical shift 803 and horizontal shift 804 relative to one
another. It can be seen that in each sensor-indexed row, e.g.
sensor-indexed row 806, two unique y-coordinates are cre-
ated; sensor data may be allocated into a total of 16 coordi-
nate-indexed rows rather than the 64 coordinate-indexed rows
that may be utilized in a non-approximate implementation.

While the embodiment of FIG. 13 approximates an offset
8x8 element sensor, sensors of any even number of elements
may be approximated in the same manner of segmenting and
segment-shifting. For example, sensors of 2x2 elements, 4x4
elements, 16x16 elements, 20x20 elements, 30x30 elements,
40x40 elements, 50x50 elements, 60x60 elements, 70x70
elements, 80x80 elements, 90x90 elements, 100x100 ele-
ments, 110x100 elements, 120x120 elements, 130x130 ele-
ments, 140x140 elements, 150x150 elements, 160x160 ele-
ments, 170x170 elements, or any other number of elements
between the enumerated values may be modeled as in the
embodiment of FIG. 13.

The amount by which sensor segments are shifted in such
an approximation may be related to the size of the angular
offset between the source and sensor and with the number of
segments being utilized for the approximation. More than or
fewer than four segments can also be defined for this type of
approximation. FIG. 14 is a diagram showing a sixteen-seg-
ment approximation of an offset 8x8 element sensor of one
embodiment of the present invention. The embodiment of
FIG. 14 may approximate a sensor of the same number of
elements and with the same angular offset relative to a source
as the embodiment of FIG. 13 but may provide for a relatively
higher fidelity reconstruction; approximation models with
higher numbers of segments may better represent rotated or
angularly offset. However, 32 coordinate-indexed rows for
processing are created in the embodiment of FIG. 14 com-
pared to the 16 created in the embodiment of FIG. 13. A
number of segments chosen for this type of approximation
may optimize reconstruction quality given the system
resources and time available for processing.

In embodiments of the present invention, angularly offset
sensors may be modeled with 4, 9, 16, 25, 36, or 49 segments
or any number of segments between 4 and 10,000. The num-
ber of segments across a sensor face, e.g. in segment rows,
may or may not be equal to the number of segments down a
sensor face, e.g. in segment columns. Segments may be
square or rectangular. The horizontal and vertical shifts
between segments in these approximations, e.g. horizontal
shift 804 and vertical shift 803, may be any number or fraction
of sensor elements such as Y4 elements, Y2 elements, ¥ ele-
ments, 1 element, 5/4 elements, 3/2 elements, 7/2 elements, 2
elements, and so forth, and any integer or non-integer number
of elements between, above or below the enumerated values.

FIG. 15 is a flow diagram illustrating the incorporation of
a segment approximation within a separable reconstruction
method of one embodiment of the present invention. In FIG.
15, block 191 contains possible steps for approximation of a
sensor of width, W, and height, H, and offset by an angle, ¢,
around its geometric center relative to a source. Step 195
entails the grouping of all sensor elements into rectangular
segments. FIG. 16 is a diagram illustrating a rectangular,
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angularly offset sensor that has been segmented as in step
195. Sensor 212 is angularly offset around its geometric cen-
ter 210 from its non-offset position 213. In FIG. 16 sensor
elements, which are omitted from the illustration for clarity,
of sensor 212 can be grouped into six segments, such as
segment 214; segment 214 and other segments may comprise
any number of elements, for example, a sixth of the elements
of the full sensor. Segments may be denoted by a pair of
values, (c, r), where ¢ denotes an order along a row, e.g. the
second segment across a row may correspond to ¢=2, and r
denotes an order along a column, e.g. the second segment
down a column may correspond to r=2. Thus, segment 214
may be denoted segment (3,2).

Step 196 may entail the determination of the distance along
the direction of sensor element rows, dx(c, r), and the distance
along the direction of sensor element columns, dy(c, r),
between the center of each segment relative and the geometric
center of the sensor. For example, in FIG. 16 dx(3,2) and
dy(3,2) are indicated. Values for each segment of dx(c, r) and
dy(c, r) may be determined in any manner, for example by
analytical calculation, considering the number of elements in
a segment, element spacing, or other factors; physical mea-
surement; or any combination of the two.

Step 197 may entail the determination, by calculation,
measurement, or other method, of the physical displacement
along the row, D, and along the column, D,, of'a corner of an
angularly offset sensor relative to its position when aligned
with the source. For example, D, and D,, are shown in FIG. 16
as the distances between a corner of angularly offset sensor
212 and a corner of aligned position 213. An x-shift value for
a segment approximation, S_, can be obtained by dividing D,
by half the sensor height, e.g. H/2, and a y-shift value by
dividing D,, by half the sensor width, e.g. W/2, in step 198.

Step 196 may be performed before, concurrently with, or
after step 197 and step 198. In step 199 the displacements of
segment centers from the sensor center of a segmented model,
dx'(c, r) and dy'(c, r), can be calculated as:

dx'(c,r)y=dx(c,r)+S,* fdy(c,r)H]

dy'(c,)=dy(c,r)+S,* [dx(c,r)H]

withdx(c, r)and dy(c, r) from step 196 and S, and S, from step
198. FIG. 17 is a diagram illustrating a segmented model that
may be created for angularly offset sensor 212 by positioning
non-rotated segments with center positions given by dx'(c, r)
and dy'(c, r).

In the embodiment of FIG. 15, block 192, the allocation of
sensor element data for separable reconstruction, and block
194, processor creation, can be completed sequentially or
concurrently. In block 192 sensor elements in a segmented
model can be assigned to coordinate-indexed rows as previ-
ously described, e.g. with respect to the embodiment of FIG.
11 and FIG. 12; step 200 can comprise defining a coordinate-
indexed row for each unique y-position created in the sensor
approximation of block 191, and step 201 may comprise
associating sensor element data with appropriate column
positions within said coordinate-indexed rows. In block 194
horizontal mapping coefficients can be determined from dx'
(c, r) and vertical mapping coefficients can be determined
from dy'(c, r) in step 202 and step 203, respectively.

For example, the locations of elements in a segmented
model can be determined from the location of their encom-
passing segment, [dx'(c, r), dy'(c, r)]. Row processors can be
created in step 204 and column processors in step 205. In step
204, a number of row processors equal to the number of
coordinate-indexed rows defined in step 200 may be created,
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oranumber of row processors less than said number of virtual
rows, including one, may be created, as previously described.

An efficient image reconstruction from sensor element
data can then be accomplished in block 193. Coordinate-
indexed rows can be processed to form pseudo-rows. If a row
processor was created for each coordinate-indexed row in
step 204, a processor may be applied to each coordinate-
indexed row, as in step 206. In step 206, each coordinate-
indexed row may be processed simultaneously, if sufficient
computing power is available, or sequentially. Alternatively,
if a lesser number of row processors was created in step 204,
the processor(s) may be applied to multiple coordinate-in-
dexed rows, e.g. switched between locations in row buffers
containing element data, as in step 207. It is possible that
block 194 and step 206 may be repeated for sensor data
corresponding the each discrete source location prior to step
208, column processing. Once a predetermined number of
data sets have been mapped into pseudo-rows, or at any other
time, column processors created in step 205 may be applied to
complete the separable reconstruction. Indicated by step 209,
the image may be displayed, stored, or otherwise utilized.

Block 191, block 192, and block 194 may be executed at
any time before, during, or after image data acquisition. Steps
202 through 208 may be repeated a number of times corre-
sponding to the number of discrete source locations, e.g.
number of sensor data sets, that contribute to a final image.
Block 193 and block 194 may also be repeated in order to
reconstruct multiple planes, e.g. slices at different distances
between the source and sensor. Planes may be displayed
independently or overlaid for depth. Blocks and steps in the
embodiment of FIG. 15 may be implemented in hardware,
software, firmware, or any combination thereof.

The parameters and calculations of block 191 may also be
considered in the selection of an optimal amount of angular
offset to utilize between a source and sensor. For example, an
angular offset may be utilized for which the quantities D, and
D,,and thus S,, S , dx'(c,r), and dy'(c, r) are rational. Embodi-
ments of the present invention comprising a sensor offset by
an integer number of elements per length, e.g. one, two, or
three sensor elements per length, may cause the above quan-
tities to be rational; a sensor may be offset such that D, or D,
equals one, two, three, or another integer or rational number
of sensor elements.

Approximations or models other than the segmented
approach that has been described can also be utilized to
decrease processing time in embodiments of the present
invention. Such approximations or models may include but
are not limited to rounding, grouping, or otherwise manipu-
lating the unique y-coordinates of sensor elements across a
sensor row in embodiments of the present invention in a
predetermined fashion to decrease the number of coordinate-
indexed rows to be processed.

Increasing the size of a sensor, e.g. increasing the numbers
of rows and columns of a sensor array, can increase the field
of' view of an imaging system. However, increasing the num-
ber of sensor elements can also increase the processing
demands of the system, particularly in embodiments of the
present invention wherein m*n coordinate-indexed rows can
be created during reconstruction. A rectangular sensor may be
utilized to provide a relatively long field of view in one
direction and a reasonable but smaller field of view in the
other, which can be useful for a variety of fluoroscopic pro-
cedures. The number of coordinate-indexed rows created for
reconstruction can be limited by segment approximations as
previously described.

FIG. 18 is a diagram illustrating a segment approximation
of a rectangular sensor in one embodiment of the present
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invention. A rectangular sensor may be approximated as hav-
ing a different number of square segments in its rows than in
its columns, as in the embodiment of FIG. 15, but may also be
approximated as having an equal number of rectangular seg-
ments in its rows and columns or in any other manner.

FIG. 19 is a diagram illustrating an embodiment of the
present invention wherein two square sensors are positioned
to form a rectangular sensor offset relative to a source. Both
square sensors, or “tiles,” can acquire data during imaging, or
a single tile can acquire data. This embodiment may provide
arelatively long field of view in the direction along the longer
dimension of the rectangular sensor if both tiles are utilized or
an equally dimensioned field of view if a single tile is utilized.

FIG. 20 is a diagram illustrating an embodiment of the
present invention also comprising a two-tile sensor. However,
in the embodiment of FIG. 20 first tile 161 is translated
horizontally relative to the embodiment of FIG. 19 so that it is
positioned at the opposite side of second tile 162. Tile 161 is
shown to the right of tile 162 since this horizontal translation
description may capture appropriate vertical tile positions for
one embodiment of the invention. However, similar embodi-
ments can comprise two rotated detector tiles in a non-rect-
angular configuration with other horizontal and vertical posi-
tions relative to one another. The numbering of tiles 161 and
162 in FIG. 20 may be reversed without significant impact for
reconstruction or other aspects.

Both ofthe embodiments of FIG. 19 and FIG. 20 may incur
the benefits of an increased field of view due to the large
surface area of the combined sensor arrays as well as the
benefits of improved sampling resolution from an angular
offset between source and sensor. However, the configuration
of sensor elements in the embodiment of FIG. 20 may allow
for particularly efficient image reconstruction. As previously
described, it may be desirable for a system to be operable in
modes where only first tile 161 is utilized or only second tile
162 is utilized, as well as a mode where both first tile 161 and
second tile 162 are utilized. A system may be operated utiliz-
ing only a single tile during a fluoroscopy-guided procedure
requiring a relatively small field of view, or utilizing both tiles
during a fluoroscopy-guided procedure requiring a relatively
large field of view. In the embodiment of FIG. 19, the number
of sensors per full length by which the rectangular, two-tile
sensor array is offset is twice the number of sensors per full
length by which first tile 161 or second tile 162 is offset. Inthe
embodiment of FIG. 20 the number of sensors per full length
by which the full, two-tile sensor array is offset is the same
number of sensors per full length by which first tile 161 or
second tile 162 is angularly offset. For example, if first tile
161 or second tile 162 were offset by one sensor element per
full sensor length, the two-tile sensor in FIG. 19 would be
offset by two sensor elements per full length whereas the
two-tile sensor in FIG. 20 would be offset by one sensor
element per full length. As a result, reconstructing sensor data
from the embodiment of FIG. 19 may be handled difterently
in modes where both tiles are utilized than where a single tile
is utilized; a larger number of coordinate-indexed rows may
be defined and processed when both tiles are utilized than
when a single tile is utilized. In the embodiment of FIG. 20 the
same number of and vertical indices for coordinate-indexed
rows may be utilized during single- and two-tile reconstruc-
tions. In addition to decreasing processing time for the two-
tile case relative to the embodiment of FIG. 19, this feature
can result in little modification being necessary between
reconstruction processes for the one- and two-tile case.

An implementation of separable reconstruction from the
two-tile sensor configuration of the embodiment of FIG. 20
can utilize a segmented approximation or be non-approxi-
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mate. FIG. 21 is a diagram showing a manner of approximat-
ing sensor element positions for a two-tile sensor configura-
tion by grouping elements into segments in one embodiment
of the present invention. Separable reconstruction may be
implemented according to first segment group 181 if only first
tile 161 is utilized, to second segment group 182 if only
second tile 162 is utilized, or to both first segment group 181
and second segment group 182 if the full, two-tile sensor is
utilized. In FIG. 21, some overlap is shown between first
segment group 181 and second segment group 182. However,
in practice the amount by which the sensor is offset can be
very small, e.g. a single sensor element per full length of the
sensor or other small integer numbers of sensor elements per
full length of the sensor, for which little to no overlap between
segment groups.

In one embodiment of the present invention, the two-tile
sensor of FIG. 20 can be incorporate in a cardiac fluoroscopy
system. The system may utilize the two-tile sensor to produce
high resolution x-ray video for full cardiac fluoroscopy, but
may utilize only a single tile, e.g. first tile 161 or second tile
162, to produce high resolution x-ray video for cardiac elec-
trophysiology. The sampling resolution benefits created by an
angular offset between source and sensor may be present for
both applications. The two-tile sensor mode can provide an
extended field of view, and the single-tile sensor mode can
expose the patient to relatively less x-ray radiation.

Embodiments of the present invention may comprise
tomosynthetic imaging systems utilizing rotated or angularly
offset, multi-element sensors of any shape or size. Sensors
may, but need not, comprise multiple smaller sensor arrays or
tiles is in the embodiments of FIG. 19 and FIG. 20.

Embodiments of the present invention comprising real-
time row-processing and aggregated column processing may
be particularly efficient for an illumination pattern that runs
across rows of discrete source locations. However, the direc-
tion of the scan may be reversed; source locations along a
column may illuminate the image space sequentially, e.g. top
to bottom, before restarting at the beginning of the next col-
umn. In this case, it may be more efficient to process column
data first, e.g. during the scan, implementing coordinate-
indexed columns and column processors, and handle row
processing after a predetermined number of data sets have
been column-processed. While specific embodiments of the
present invention may refer to a particular order of row and
column processing, the order may be reversed without requir-
ing significant changes to the method described. Further-
more, the definitions of rows and columns need not be strictly
associated with horizontal or vertical directions. For example,
rows and columns may be related to the pattern in which
source locations illuminate the image space, the order in
which data is received from the sensor, or a variety of other
system parameters.

Reconstruction techniques described above are represen-
tative only and do not cover all alternatives techniques or
details within. Additional reconstruction aspects, described
for a non-offset sensor but which may be utilized, can be
foundin U.S. Pat. No. 6,178,223 issued Jan. 23, 2001, entitled
“Image Reconstruction Method and Apparatus,” U.S. Pat.
No. 5,644,612 issued Jul. 1, 1997 entitled “Image Recon-
struction Methods,” U.S. Pat. No. 5,751,785 issued May 12,
1998 entitled “Image Reconstruction Methods,” U.S. Pat. No.
6,181,764 issued Jan. 30, 2001 entitled “Image Reconstruc-
tion for Wide Depth of Field Images,” all of which are herein
incorporated by reference.

The foregoing descriptions of specific embodiments of the
present invention have been presented for purposes of illus-
tration and description. They are not intended to be exhaus-
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tive or to limit the invention to the precise forms disclosed,
and many modifications and variations are possible in light of
the above teaching. The embodiments were chosen and
described in order to best explain the principles of the inven-
tion and its practical application, to thereby enable others
skilled in the art to best utilize the invention and various
embodiments with various modifications as are suited to the
particular use contemplated. It is intended that the scope of
the invention be defined by the claims appended hereto and
their equivalents.

What is claimed is:

1. An X-ray imaging system comprising:

a radiation source configured to emit radiation from dis-
crete emissive locations through an imaging volume,
wherein said discrete emissive locations of said radia-
tion source are arrayed in rows and columns;

a radiation sensor comprising sensing elements arrayed in
rows and columns, and wherein an angular offset exists
between said rows of sensing elements and said rows of
discrete emissive locations and an angular offset exists
between said columns of sensing elements and said col-
umns of discrete emissive locations; and

aprocessor configured to process and allocate responses of
said sensing elements to said radiation from one of said
discrete emissive locations into an appropriate memory
location.

2. The X-ray imaging system of claim 1 wherein said

angular offset is less than 90 degrees.

3. The X-ray imaging system of claim 1 wherein said
angular offset is less than 5 degrees.

4. The X-ray imaging system of claim 1 wherein said
angular offset is configured to displace one of said sensing
elements a distance equal to a length of an integer number of
said sensing elements along direction of said columns of
sensing elements.

5. The X-ray imaging system of claim 4 wherein said
integer number of sensing elements is one.

6. The X-ray imaging system of claim 4 wherein said
integer number of sensing elements is two.

7. The X-ray imaging system of claim 4 wherein said
integer number of sensing elements is three.

8. The X-ray imaging system of claim 1 wherein said
sensing elements are segmented into sub-arrays of sensing
elements comprising a first sub-array, a second sub-array, a
third sub-array, and a fourth sub-array, wherein said first and
second sub-arrays are shifted vertically relative to one
another and said third and fourth sub-arrays are shifted ver-
tically relative to one another, and wherein said first and third
sub-arrays are shifted horizontally relative to one another and
said second and fourth sub-arrays are shifted horizontally
relative to one another.

9. A method for image reconstruction, said method com-
prising:

positioning an object for imaging between a radiation
source and a radiation sensor, said radiation source hav-
ing rows of discrete emissive locations and columns of
discrete emissive locations, said radiation sensor having
rows of sensing elements and columns of sensing ele-
ments, wherein an angular offset exists between said
rows and said columns of'said sensing elements and said
rows and said columns of said discrete emissive loca-
tions, respectively;

illuminating a portion of said object with radiation from
one of said discrete emissive locations;

detecting responses of said sensing elements to said radia-
tion;
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allocating said responses into a data set wherein data rows
correspond to unique positions along a direction of col-
umns of said discrete emissive locations; and

determining mapping coefficients relating said data set to
an image plane.

10. The method of claim 9 further comprising:

mapping said data sets into image plane rows along a first
dimension.

11. The method of claim 10 further comprising:

illuminating additional portions of said object sequentially
by additional discrete emissive locations;

detecting additional responses from said sensing elements;

allocating said additional responses from said sensing ele-
ments into additional data sets;

mapping said additional data sets into said image plane
rows along said first dimension;

aggregating a predetermined number of said image plane
rows; and

mapping said image plane rows into image plane columns
along a second dimension.

12. The method of claim 11 further comprising:

modeling said rows and columns of sensing elements as a
collection of rectangular segments shifted by predeter-
mined non-zero shift values relative to one another.

13. A method for optimizing sampling resolution of an

imaging system, said method comprising:

positioning, on a first side of an imaging volume, a radia-
tion source that has columns of discrete emissive loca-
tions, said columns arranged in parallel so that said
discrete emissive locations also form rows of said dis-
crete emissive locations;

positioning, on a second side of said imaging volume, a
radiation sensor that has columns and rows of sensing
elements such that an angular offset less than 90 degrees
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exists between said columns and rows of said discrete
emissive locations and said columns and rows of sensing
elements;

illuminating a portion of said imaging volume with radia-

tion from one of said discrete emissive locations; and
recording responses of each of said sensing elements.

14. The method of claim 13 wherein said angular offset is
less than 5 degrees.

15. The method of claim 13 wherein said angular offset is
configured to displace one of said sensing elements by a
distance equal to a length of an integer number of sensing
elements along direction of said columns of discrete emissive
locations.

16. The method of claim 15 wherein said integer number of
sensing elements is one.

17. The method of claim 13 further comprising:

sequentially illuminating additional portions of said imag-

ing volume by said discrete emissive locations;
recording additional responses of each of said sensing ele-
ments; and

reconstructing an image plane from said responses and said

additional responses.

18. The method of claim 17 further comprising:

mapping said responses and said additional responses into

said image plane in a first dimension as said responses
and said additional responses are received.

19. The method of claim 18 further comprising:

aggregating said responses and said additional responses

mapped in said first dimension into subsets; and
mapping said subsets into said image plane in a second
dimension.

20. The method of claim 17 further comprising:

mapping said responses and said additional responses into

said image plane as said responses and said additional
responses are received.
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